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Motivation

Recent work shown that ML 
techniques can be useful for 
generating examples in math.



Can we leverage ML algorithms to find difficult examples in math?

What can we learn from the examples that machines find?

Motivation
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Example Conjecture 1

For any graph  with  vertices, we have,
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random graphs.
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Example Conjecture 3

Let  be a graph with diameter D, proximity , and distance 

spectrum , then


G π
∂1 ≥ . . . ≥ ∂n

π + ∂⌊ 2D
3 ⌋ > 0



Algorithm Background

Not a counterexample…..

One idea: Find counterexamples

Example Conjecture 3

Let  be a graph with diameter D, proximity , and distance 

spectrum , then


G π
∂1 ≥ . . . ≥ ∂n

π + ∂⌊ 2D
3 ⌋ > 0



Algorithm Overview

Not a counterexample….. but it leads to one

One idea: Find counterexamples

Example Conjecture 3

Let  be a graph with diameter D, proximity , and distance 

spectrum , then


G π
∂1 ≥ . . . ≥ ∂n

π + ∂⌊ 2D
3 ⌋ > 0



Algorithm Background

Adapted from [Wagner, 2021]: 

Immediate Counterexample

Almost a Counterexample

But was able to extend to counterexample

Not a Counterexample and / or not insightful

One idea: Find counterexamples
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Motivation

• In extremal combinatorics, we’re interested in finding examples of large sets 
with conditions holding


• Can we teach a neural network to generate these large sets with no prior 
knowledge? (Of course, to do it well, we need heuristics)


• Can we (as humans) learn heuristic rules from these constructions and use 
them to find better examples, gain insights into the properties of these sets, 
and prove theorems?



RL
Reinforcement Learning: Learning Decisions to Maximize Reward

- An agent plays a game many times

- It knows the current state, the current actions it 

can make, and the resulting state.

- It does not know how good or bad each state 

is. It does know the reward it gains at the end 
of the game


- Through many games, tries to maximize 
rewards
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Problem 1

Given an n x n finite integer 
lattice, what’s the size of the 
largest subset such that no 

three points form an 
isosceles triangle? 



Lower Bound


ϵ′￼

N
log N

≤ |Largest Set |

vbad

vbad

P(v is bad) ≤ Cp3N2 log N

B

𝔼( |B | ) ≤ Cp3N4 log N

A − BA

Problem 1
What do we know?

𝔼( |A − B | ) ≥ ϵ′￼

N
log N



Problem 1
What do we know?

Upper Bound

|Largest Set | ≤ exp(−c(log N)1

9)N2



Problem 1

Final Bounds


ϵ′￼

N
log N

≤ |Largest Set | ≤ exp(−c(log N)1
9)N2



Problem 1
Game Setup: Binary action


Model: Neural Network

? ? ?

Feed Forward Step

3 Hidden Layers


(128, 64, 4)

Relu Hidden Activation


Sigmoid Output Activation



Problem 1

Generate Games

Training Paradigm


Reward the agent for each game: 
s( ⋅ ) = − (# of isosceles Δ's) + λ ⋅ (# of points)
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Problem 1
Training Paradigm


Reward the agent for each game: 
s( ⋅ ) = − (# of isosceles Δ's) + λ ⋅ (# of points)

Generate Games Select Best Games Update Network



Results
….Not that great
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Problem 1
Game setup


Model only ‘sees’ extremely local information. How can we set it up?

? ? ?
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Problem 1
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N = 3

3 Hidden Layers


(128, 64, 4)

Relu Hidden Layers


Sigmoid Output

N = 6

3 Hidden Layers


(256, 128, 8)

Relu Hidden Layers


Softmax Output



Results
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Lower bound method
 RL generated map

N = 11
 N = 11
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Lower bound method
 RL generated map
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When we reward the model for symmetric generation and higher edge densities. 
Results

n = 12
 n = 14


n = 16
 n = 18
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Other observations:

n = 3
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Inductive learning Framework
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Results (so far)

n = 9
 n = 12
 n = 15


Similar heatmaps 
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n = 12
 n = 18


Similar heatmaps 

n = 6




Results (so far)

n = 3
 n = 9
 n = 9


Saw an increased number of repeated patterns for very small n



Results (so far)
But most of the time, there was no discernible pattern



Problem 2

Given an n x n finite integer 
lattice, find the largest 

subset with no 3 colinear 
points.



Upper Bound

|Largest Set | ≤ 2n

Problem 2
What do we know?

See this with pigeonhole.



Lower Bound


o(
3
2

n) < |Largest Set |

Problem 2
What do we know?

Current Bound


o(
3
2

n) < |Largest Set | < 2n



Upper Bound

|Largest Set | ≤ 2n

Problem 2
What do we know?

Turns out this bound is tight for n ≤ 46



Problem 2
Open questions:

Main Conjecture:

For , n > 46 | largest set | < 1.814n

Other open questions in a minute!



Results so far

Results from base RL model

3 hidden layers


(128, 64, 4)

Relu activation

Softmax output


Rewarding more points with no 3 in a 
line



Results so far

Good generations are clustered away from the origin Bad ones have points near it



Results so far

Results from base RL model

3 hidden layers


(128, 64, 4)

Relu activation

Softmax output


Rewarding more points with no 3 in a 
line with symmetry



Results so far

It turns out this is great!


- Finding optimal solutions till
. 


- There are no 
symmetric solutions for 

. So the results from 
 to  are the optimal 

symmetric solutions (  
points)

n = 10

ℤ/2ℤ × ℤ/2ℤ

n > 10
n = 10 24

2n − 4
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Further connections
Connections to what we know: 


- No symmetric solutions known for more than 10x10 (known until 50x50 grids)


- Optimal constructions are very close to being symmetric or just have different 
symmetries.
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Further connections
- Since our model learns symmetric solutions really well, it can probably learn 
these (currently testing)


- A lot of open conjectures about this problem have to do with symmetries of 
solutions. Hopefully we can study them with this.


Some open conjectures:


1. Are there any solutions bigger than 10x10 with full symmetry?


2. Is every solution that has vertical and horizontal lines of symmetry fully 
symmetric including rotationally symmetric?


3. Are there any solutions that have no symmetries for a >18x18 board?
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Problem 3

Given an n x n finite integer 
lattice, what’s the size of the 
largest subset such that no 

three points form an 
isosceles triangle? 



Results so far



Results so far

n=11n=10

n=13 n=14



Results so far

n=8 n=11 n=14

But still not generally true



Future Directions



Future Directions

FunSearch

Uses a large language model 
instead of a classical neural 

network

Searches space of generating 
programs instead of examples

Potentially a way to get more 
interpretable examples



Future Directions



Future Directions



Example Problems

Convex Geometry

Can we upper bound 
the number of points in 

the real plane

So that no empty 

convex-6-gons exist?
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